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Background: Metagenomic next-generation sequencing (mNGS) has enabled the rapid, unbiased detection and
identification of microbes without pathogen-specific reagents, culturing, or a priori knowledge of the microbial landscape.
mNGS data analysis requires a series of computationally intensive processing steps to accurately determine the microbial
composition of a sample. Existing mNGS data analysis tools typically require bioinformatics expertise and access to local
server-class hardware resources. For many research laboratories, this presents an obstacle, especially in resource-limited
environments. Findings: We present IDseq, an open source cloud-based metagenomics pipeline and service for global
pathogen detection and monitoring (https://idseq.net). The IDseq Portal accepts raw mNGS data, performs host and quality
filtration steps, then executes an assembly-based alignment pipeline, which results in the assignment of reads and contigs
to taxonomic categories. The taxonomic relative abundances are reported and visualized in an easy-to-use web application
to facilitate data interpretation and hypothesis generation. Furthermore, IDseq supports environmental background model
generation and automatic internal spike-in control recognition, providing statistics that are critical for data interpretation.
IDseq was designed with the specific intent of detecting novel pathogens. Here, we benchmark novel virus detection
capability using both synthetically evolved viral sequences and real-world samples, including IDseq analysis of a
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nasopharyngeal swab sample acquired and processed locally in Cambodia from a tourist from Wuhan, China, infected with
the recently emergent SARS-CoV-2. Conclusion: The IDseq Portal reduces the barrier to entry for mNGS data analysis and
enables bench scientists, clinicians, and bioinformaticians to gain insight from mNGS datasets for both known and novel

pathogens.
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Infectious diseases remain a leading cause of morbidity and
mortality worldwide. Despite significant advancement in our
understanding of infectious disease biology, existing microbio-
logical tests often fail to identify etiologic pathogens in cases of
suspected infection. This can be due to a number of causes—
failure to isolate an appropriate sample type, preemptive an-
tibiotic exposure precluding growth in culture, lack of suspicion
of a particular infection precluding the ordering of an appro-
priate test, or lack of available specific diagnostic tests due, in
part, to limited knowledge of circulating pathogens. This is com-
pounded further by the fact that novel, previously uncharacter-
ized pathogens may also be present. This fact was illustrated
vividly by the recent emergence of COVID-19 in Wuhan, China,
in early December 2019. Metagenomic next-generation sequenc-
ing (mNGS) of nucleic acid from biological samples offers the po-
tential for a universal pathogen detection method, including the
detection of novel species. mNGS has great potential as a broad-
spectrum surveillance or patient-monitoring tool, especially in
low- and middle-income countries where the infectious disease
burden remains high [1]. While the expense of sequencing con-
tinues to decrease, the challenge of mNGS data analysis, the lack
of bioinformatics expertise, and access to sufficient computa-
tional resources and storage remains a major obstacle.

mNGS experiments result in millions of sequencing reads
generated from the nucleic acid present within a biological sam-
ple, which may include complex microbial populations. A pri-
mary goal of mNGS data analysis is to determine what nucleic
acid derives from the host (e.g., a patient) and what cannot be
attributed to the host or environmental contaminants. Further
analysis of the non-host sequence may then attempt to deter-
mine the relative abundances of different taxa present in a par-
ticular sample because this may provide insight into the pres-
ence and relevance of potentially pathogenic microbes. This is
typically done via alignment of sequencing reads to a reference
database. In the context of infectious diseases, identification of
pathogens via this approach obviates the need for pathogen-
specific reagents or the ability to culture the microbe. This is
especially important for microbes that are difficult or impossi-
ble to culture, including many viruses, fungal species, eukaryotic
parasites, and bacteria [2]. Additional downstream analysis may
then be used to elucidate trends in the abundances and related-
ness of organisms across samples.

There are several tools available for estimating relative abun-
dance of microbial populations from mNGS data [3-20]. How-
ever, running these tools requires bioinformatics expertise and
fluency with command line tools. Additionally, pathogen detec-
tion in the context of a host organism presents unique infor-
matics challenges beyond microbial abundance estimation. As
noted, a substantial fraction of the sample may consist of host
sequences that are secondary to the goal of pathogen detection
[21]. Existing tools do not perform sensitive removal of host se-
quences or quality control (QC) steps, thus necessitating the use
of separate QC and alignment tools, and therefore additional
computational experience in pipelining. A number of tools ex-

ist to incorporate multiple pipeline steps alongside reporting ca-
pabilities, including OneCodex [22], Sunbeam [23], and SURPI
[24]. However, these tools require paid subscription or signifi-
cant computational resources to build the underlying databases
and run the analyses. Consequently, existing tools are not suffi-
cient to support new applications of mNGS in poorly resourced
settings where the detection of infectious agents could have a
major effect on population health.

Here, we describe IDseq, an open source cloud-based service
for pathogen detection and monitoring. IDseq is a continuously
evolving service that enables robust and reproducible analysis
of mNGS data for microbial identification, regardless of sample
type or host species. We first describe the technical aspects of
the IDseq pipeline implementation, including host filtration and
QC, assembly-based alignment, and downstream reporting and
visualization tools. We then evaluate the performance of the ID-
seq pipeline, first on a set of standard mNGS benchmark sam-
ples as compared to other tools aimed at providing taxonomic
abundance estimates from mNGS data, and second on a simu-
lated dataset to evaluate the ability to detect divergent viruses.
Finally, we provide two case studies to demonstrate the appli-
cation of IDseq. First, we apply it to a subset of samples from a
previously published report that sought to investigate unknown
etiologies of pediatric meningitis [1]. Second, we describe the
performance of IDseq in the context of a real-world nasopharyn-
geal swab, processed and uploaded to IDseq from Phnom Penh,
Cambodia, with respect to the emerging viral pathogen SARS-
CoV-2. By combining an intuitive web application, a cloud-based
pipeline, and downstream visualization tools, IDseq enables in-
vestigation of mNGS data for pathogen detection and monitor-
ing, especially suited for researchers with limited computational
resources. Importantly, IDseq also enables facile collaboration
and data sharing, while enhancing data analysis reproducibility
across organizations and countries.

The IDseq Portal [25] is a cloud-based, open source bioinformat-
ics platform that enables detection of microbial pathogens from
raw next-generation sequencing (NGS) reads. The IDseq pipeline
is conceptually based on previously implemented pipelines [1,
26] but is optimized for scalable Amazon Web Services (AWS)
cloud deployment (Fig. 1). Here, we describe v3.13 of the IDseq
pipeline. Up-to-date pipeline documentation can be found at
[27].

The IDseq pipeline ingests raw, short-read sequencing data
(either RNA- or DNA-sequencing from any sample type), which
can be uploaded from local sources via the web interface or the
command line interface (CLI) or directly from Illumina’s BaseS-
pace platform (BaseSpace, RRID:SCR_011881). Sequence analysis
proceeds through 3 main phases: (i) host filtering and QC, (ii)
assembly-based alignment, and (iii) reporting and visualization
(Fig. 1A).
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Figure 1: (A) Overview of the IDseq pipeline steps and data analysis workflow. The IDseq pipeline for pathogen discovery is composed of several steps, including host
filtering and QC, assembly-based alignment, and taxonomic aggregation and reporting. Each step comprises a number of existing bioinformatics tools. (B) The IDseq
pipeline is optimized for AWS cloud computational infrastructure. Each of the core pipeline steps (host filtering and QC, assembly-based alignment, and taxonomic

aggregation and reporting) is managed by EC2 Autoscaling Groups.

Host filtering and QC

The first phase of the pipeline begins with validation of in-
put files (single- or paired-end .fastq or .fasta files from short-
read sequencing libraries). Currently, raw read files are arbitrar-
ily capped at 150 million reads, a threshold that is, according to
our experience, larger than most single metagenomic samples.
Most mNGS samples processed for pathogen detection are sam-
pled from a potentially infected host organism, and thus the ma-
jority of sequencing reads derive from the host organism itself
[21]. IDseq performs a priori subtraction of host sequences via
STAR (Spliced Transcripts Alignment to a Reference) alignment
of raw reads to a host-specific database (STAR, RRID:SCR_015899)
[28]. IDseq is host-agnostic and allows researchers to select from
several available hosts including human, mouse, pig, ticks, and
mosquito, among others. For example, human host samples
are aligned to the HG38 reference database (GCA_000001405.15),
while mosquito samples are aligned to a combined collection
of reference genomes from Culex and Aedes species as well as
other diptera. Reads that align to the selected host genome
are removed from the analysis. For hosts with well-annotated
genomes, individual gene counts may be saved for offline tran-
scriptome analysis, provided appropriate consent in the case of
human subject research. Such host-based analyses have been

shown to complement metagenomic analysis for pathogen de-
tection [29]. For all host organisms, sequences for optional spike-
in RNA controls developed by the External RNA Controls Con-
sortium (ERCCs) are automatically recognized for downstream
steps.

Next, IDseq performs a series of QC steps, as outlined in Fig. 1.
First, Trimmomatic [30] trims Illumina adapters. Low-quality
reads, duplicates, and low-complexity reads are then removed
using the Paired-Read Iterative Contig Extension (PRICE) com-
putational package (PRICE, RRID:SCR_013063) [31], the CD-HIT-
DUP tool v4.6.8 (CD-HIT, RRID:SCR_007105) [32], and a filter based
on the Lempel-Ziv-Welch (LZW) compression score, respectively.
Regardless of the host genome, the data are scoured to remove
all remaining human sequences using Bowtie2 against the HG38
reference database [33] and gmap-gsnap against a more strin-
gent database including sequences combining both HG38 and
chimpanzees (Pan troglodytes) [34]. This step is especially impor-
tant in the case of vector research, where blood meals may con-
tain human sequences. At each step, the total number of reads
remaining in the analysis is computed and these basic QC met-
rics (including total non-host reads, percent passing QC, and du-
plicate compression ratio) are provided both in the user inter-
face, as well as via download.
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While the host-filtering and QC steps performed by the ID-
seq pipeline serve primarily to reduce the computational burden
and noise in downstream alignment steps, these metrics can
also provide a resource for evaluating and troubleshooting sam-
ple preparation steps. The proportion of reads lost at each step
may provide insight into possible sample degradation, fragment
size, sequencing quality, or library complexity. IDseq’s automatic
estimation of ERCC abundances enables back-calculation of the
total input nucleic acid content and estimation of the lower limit
of detection and increases the ability to distinguish contami-
nants [35]. ERCC spike-ins are increasingly recognized as a best
practice for addressing the challenges associated with distin-
guishing background contamination from true microbial popu-
lations (Methods) [36].

Assembly-based alignment

To assign taxonomic identities to each read, an assembly-based
alignment procedure is used. First, filtered short-read sequences
are aligned to the NCBI nucleotide (nt) and non-redundant pro-
tein (nr) databases [37] using GSNAPL [34] and RAPsearch? [38],
respectively (Fig. 1A). GSNAPL is a specialized instance of the
gmap-gsnap package written by Tom Wu, intended for very large
genome databases.

The NCBI database indices are updated biannually, or as
needed, via direct pull from NCBI. The index version is tracked
for each pipeline run, providing for versioned results. Putative
accessions are assigned to each read using the NCBI acces-
sion2taxid database [39], and a BLAST+ (v2.6.0) [40] database
is constructed on the fly from the set of putative accessions (1
database for each, nt and nr). In parallel, short reads are de novo
assembled into contigs using SPAdes (SPAdes, RRID:SCR-000131)
[41]. Raw reads are mapped back to the resulting contigs using
Bowtie2 to identify the contig to which each raw read belongs. Fi-
nally, each contigis aligned to the set of possible accessions rep-
resented by the BLAST database generated in the previous step,
thereby improving the specificity of alignments to all the under-
lying reads, especially for homologous regions where short reads
may align equally well to multiple different accessions.

Reporting and visualization

Where alignments exist, taxonomic identifiers (taxID) for each
of nt and nr are assigned to each read. If there exist alighments
with equivalent scores to multiple species’ taxIDs, then a single
taxID is selected at random. If a read was incorporated into a
contig, it is assigned the taxID belonging to the NCBI accession
to which its parent contig was assigned, as described above. If
the read does not assemble into a contig, it is assigned the taxID
of the NCBI nt and nr accessions to which it mapped in the ini-
tial short-read alignment phase. The results are then aggregated
to produce NT and NR counts for each taxID at both the species
and genus level. Reads matching GenBank records in the super-
phylum Deuterostomia are removed, given the high likelihood
that such residual reads are of host origin.

The IDseq Portal provides a number of different methods
for interpretation of the pipeline results (Fig. 2). First, relevant
QC metrics and pipeline run information, including the num-
ber of reads remaining at each step of the host and quality
filtering steps, as well as estimates of internal control abun-
dances, are provided for each sample (Fig. 2A and B, Methods).
The single-sample report tables provide key metrics for each
taxon identified in the sample, including the total number of
reads aligning to the taxon (in both NT and NR) as well as con-
tig statistics from the assembly-based alignment step (Fig. 2C).
The tree view enables rapid assessment of taxonomic related-

ness of microbes identified in the sample (Fig. 2D). For all views
of the data, a wide range of user-selectable compound query
and filtering tools are made available, enabling facile investiga-
tion of the data. For each taxonomic category, IDseq also pro-
vides 1-click downloads of the corresponding underlying reads
and contigs. Furthermore, coverage plots for contigs relative to
all corresponding accessions to which they map are automat-
ically generated (Fig. 2F). To assist with distinguishing micro-
bial signal from reagent and environmental contamination, ID-
seq supports background model generation, which allows re-
searchers to evaluate the significance (reported in z-scores) of
relative abundance estimates for taxons in samples of interest
as compared to water-only or other environmental control sam-
ple collections. Altogether, the single-sample report and asso-
ciated filtering functionality enables evaluation of taxonomic
hits. More documentation on specific metrics can be found at
https://help.idseq.net [27].

To facilitate visualization and hypothesis generation across
multiple samples, the IDseq portal provides user-customizable
taxon heat maps (Fig. 2E). For advanced users, the pipeline vi-
sualization tool clearly documents the input parameters at each
step of the analysis pipeline and provides download access to
the input and output files at each step so data can be made avail-
able for offline analysis (Supplementary Fig. S1), such as phylo-
genetics.

IDseq is optimized for scalable Amazon Web Services (AWS)
cloud deployment (Fig. 1B). Bioinformatics data processing jobs
are orchestrated by the IDseq pipeline directed acyclic graph
(DAG [43]) and carried out on demand as Docker containers us-
ing AWS Batch. Alignments to the NCBI database are executed
on dedicated auto scaling groups (ASG) of Amazon Elastic Com-
pute Cloud (EC2) instances, with the number of server instances
varied with job load. Fast downloads of the NCBI database from
the Amazon Simple Storage Service to each new server instance
are enabled by the open source tool s3mi [44].

IDseq is an open source software tool under continued devel-
opment across two GitHub repositories—one that hosts the web
interface [45] and one that hosts the pipeline code [43]. Modifi-
cations to the web interface, which are deployed twice-weekly,
do not affect the analysis results. To provide a record of fea-
tures and how to use them, full documentation can be found
at https://help.idseq.net [27].

Updates to the pipeline code may affect analysis results.
Therefore, IDseq has adopted a semantic versioning system.
Changes implemented to each version are listed in the README
file. For each pipeline run, the pipeline and NCBI database ver-
sions are also tracked. Major changes to the pipeline outputs re-
sult in a major version number update (2.x to 3.x) and are com-
municated broadly to researchers via email updates. The change
from IDseq v2.x to v3.x involved the incorporation of the current
assembly steps to refine alignment results, which improved the
ability to resolve taxonomic identities in potentially homologous
regions. Small changes to the pipeline that may still affect down-
stream results are indicated by an increased minor version num-
ber. For example, addition of a minimum alignment length filter
to improve specificity of NT alignments caused a version change
from 3.9.4 to 3.10.0. Changes to the pipeline that do not affect the
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Figure 2: The IDseq web application provides multiple easy-to-use visualizations to help the user assess the quality and content of their sample. Screenshots taken
from the IDseq Portal correspond to the re-analysis of samples from a study of etiologies of pediatric meningitis originally published by Saha et al. [1] (see section
Application I). CHRF_0002 and CHRF_0094 are CSF samples from pediatric patients with meningitis due to Streptococcus pneumonia and chikungunya virus, respectively.
CHRF-0000 is a water control. (A) Table of reads remaining during each step of the host filtration step (for CHRF_.0094)—interpretation of the relative loss at each step
in can provide insight into the quality of the library preparation and sequencing run. (B) Automatic quantification of ERCC counts from sample CHRF.0094; ERCC
quantification enables back-calculation of input RNA concentration. (C) The results for a single sample (CHRF.0094) are presented as a table, with key metrics for
interpreting taxon alignment quality. (D) The tree view indicates the relative abundance of sequences and their taxonomic relationship within a particular sample;
shown is the relative abundance of chikungunya virus reads in CHRF_.0094. (E) The results from multiple samples can be compared using the IDseq heat map view,
with associated metadata (purple = CSF, blue = water control). The interactive heat map visualization can be viewed at [42]. The heat map is especially powerful when
analyzing trends across a larger number of samples. (F) Coverage of chikungunya virus in CHRF_0094; the coverage visualization enables rapid interrogation of genome
coverage.

results are indicated by incremental minor version (i.e., 3.13.1 to
3.13.2).

Continued development on IDseq aims to (i) improve the
computational efficiency and accuracy of the results, (ii) expand
the integration with other tools to enable researchers’ flexibility
in the downstream analysis of their processed results, and (iii)
support the expanding number of mNGS sequencing platforms

that will be used by researchers for pathogen detection globally.
A suite of benchmarking samples are used for analysis of addi-
tional pipeline updates as discussed below.

Additional documentation and guides for getting started
with IDseq can be found at [27]. The code is open source and
available in the GitHub repositories listed in Supplementary
Table S1.
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IDseq analysis of unambiguously mapped datasets

A recent study evaluated the performance of 20 taxonomic clas-
sifiers for mNGS data on 10 reference datasets that are com-
monly used for benchmarking, containing computationally sim-
ulated reads from between 12 and 525 bacterial species [46]. It
evaluated performance using 2 metrics—the area under the pre-
cision recall curve (AUPR) and the L2 distance. The AUPR evalu-
ates the ability to detect the presence of microbes (binary pres-
ence/absence) above a relative abundance threshold, taking into
consideration the precision and recall rates as said threshold
is adjusted. A species-level AUPR of 1.0 indicates that there is
a threshold (proportion of reads) above which all true-positive
species can be identified with no false-positive species. The L2
distance provides a complementary metric that considers the
similarity in relative abundances between the results and the
ground truth.

We evaluated the performance of the IDseq pipeline on these
same datasets (Methods, Supplementary Table S2). Samples
took a mean of 3 hours (minimum = 1.6 hours, maximum =
10 hours) to process on IDseq pipeline version 3.13, with the
NCBI database version from September 2019. Performance met-
rics (AUPR and L2 distance) were computed separately for the
NCBInt and nrresults and compared to those published recently
by Ye et al. (idseq_nt and idseq_nr, Fig. 3) [46]. IDseq provides
an automated pipeline but at the cost of inability to easily swap
in new databases. Therefore, we compared our results against
those reported by Ye et al. for the “default database” of other
tools. The performance metrics may inherit biases due to differ-
ences in the reference database contents, as well as recency of
input sequences.

Deep dive of unambiguously mapped dataset results

The IDseq pipeline demonstrated performance comparable to
that of the other mNGS tools tested (Fig. 3). The unambigu-
ously mapped datasets demonstrated limited resolution for dis-
tinguishing the tools when evaluated by AUPR and L2 because
most tools show relatively high performance (with AUPR scores
>0.8 at the species level, Fig. 3A). Consistent with Ye et al. [46],
we observed that the greatest differences between tools were
in the reduced precision at high recall. IDseq protein align-
ments (NR) demonstrated greater AUPR than IDseq nucleotide
(NT) across most datasets but consistently identified more taxa
at low abundance (<1%), therefore resulting in reduced preci-
sion (Fig. 3C). Meanwhile, IDseq NT exhibited increased speci-
ficity. IDseq NT and NR had a mean AUPR across all the datasets
of 0.9627 and 0.9633, respectively. The top mean AUPR of any
single tool was achieved by metaothello (0.9661), followed by
Kraken2 (0.9635). Given Kraken2’s performance on the unam-
biguous benchmark datasets and its wide adoption for rela-
tive microbial abundance estimation, additional analyses fo-
cused on comparison against Kraken2 (Fig. 3B and C). Another
distinguishing factor between the tools was in the number of
reads that were “unclassified” across multiple datasets. mm-
seq2, metaothello, kaiju, and bracken consistently left >10% of
reads unclassified. IDseq (NT and NR) removed a mean of 10% of
the reads during host filtering and QC steps, but of the remain-
ing sequences, a mean of <1% of reads were unmapped across
the 10 datasets. This can be attributed in part to IDseq always
assigning reads to a species when an alignment exists (increas-
ing sensitivity at the expense of specificity) and secondarily to

the use of assembled contigs to refine alignments where short
reads may have been unmapped.

To further investigate differences between the tools, we eval-
uated the results for each dataset independently (Fig. 3B). IDseq
NR demonstrated lower precision across all datasets than many
other tools, including IDseq NT and Kraken2 (Fig. 3C, Supple-
mentary Fig. S2). The ATCC Staggered dataset, which includes
several microbes present at very low abundance, yields the low-
est AUPR of all samples tested via IDseq NR, consistent with
findings in Ye et al. [46] that protein-based classifiers consis-
tently struggled to identify the low-abundance taxa amongst
other low-abundance false-positive results. Meanwhile, IDseq
NT demonstrated reduced performance on the NYCSM dataset
(Supplemental Text). IDseq’s use of the full NCBI nt and nr
databases resulted in relatively high performance for the Buc-
cal dataset. Ye et al. discuss that the Buccal dataset was a low-
performing outlier for most evaluated classifiers due to inclu-
sion of reads from a species with only contig-quality reference,
which is not included in most default databases.

The IDseq web portal is designed to provide researchers with
the choice of using either NT or NR results, or both in conjunc-
tion with each other. For example, the impact of spurious NR
alignments can be mitigated by requiring a corresponding align-
ment with IDseq NT. Using this strategy, the performance of ID-
seq was evaluated, considering the NT relative abundances re-
ported for taxa with both NTr > 0 and NR r > 0 (idseq-ntnr, Fig. 3,
Supplementary Fig. S2). We observed that requiring concordance
resulted in the greatest mean AUPR across all other tested tools
(0.9673) and increased the precision of IDseq above that of either
NT or NR alone.

Altogether, these results highlight some key trade-offs with
respect to relative abundance estimation of bacterial species.
IDseq is capable of identifying organisms with respect to the
latest versions of NCBI and demonstrates relatively high recall
(Fig. 3D). But use of the full NCBI database may result in false-
positive alignments at low abundance, which can reduce pre-
cision (Fig. 3C). This is especially true for bacterial taxa, with
homology in the 16s ribosomal RNA (rRNA) regions. In the con-
text of pathogen identification, it has been observed that infect-
ing agents often comprise the majority of sequencing reads [29].
For such datasets, the reduced precision for abundance estima-
tion at low levels has less of an effect. One case in which this
may not be true is that of viral respiratory infection, whereby a
small number of sequencing reads may be indicative of infec-
tion. In this case, targeted analysis using IDseq to filter for only
viral reads will improve sensitivity. Meanwhile, researchers in-
terested in evaluating highly complex microbiome composition
at the species and strain level may need to bring in other tools
to supplement their analyses [47-49] or rely on genus-level esti-
mates provided by IDseq.

To address the gaps between the existing benchmark datasets
and the IDseq pipeline’s primary use-case for pathogen detec-
tion, we tested IDseq’s performance on 3 additional datasets
specifically designed to evaluate detection of divergent viruses
(Methods) and common clinical microbes (Supplemental Text).
For each dataset, we evaluated the performance of IDseq (NT
and NR), as compared to Kraken2 [15], using per-species recall.

Detection of divergent and novel viruses
Viruses are known to evolve rapidly, and therefore their se-
quences may diverge from sequences in the known NCBI
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Figure 3: Performance metrics calculated for IDseq (NT and NR), as compared to the values recently published by Ye et al. [46]. (A) Area under the precision recall
curve (AUPR) and L2 distance values for 22 tools, as evaluated against their default databases. (B) The AUPR values for specific benchmark datasets evaluated for 3
tools (Kraken2, IDseq NT, and IDseq NR), including metrics obtained when evaluating basic threshold filters integrating both IDseq NT and NR (idseq.ntnr). (C) The
precision and recall of the same 3 tools for detecting known taxa. In all boxplots, the median is shown as a dark grey line, with light grey boxes corresponding to the
first and third quartiles. Whiskers extend to the farthest data points that are not outliers.

database over relatively short timescales [50]. Maintaining the
ability to detect divergent viruses is of paramount concern, given
their role in numerous recent outbreaks, including the recent
emergence of SARS-CoV-2, the coronavirus responsible for the
COVID-19 outbreak [51-54]. The idseq-bench tool was used to
generate 17 simulated NGS samples from Rhinovirus C genomes
at varying levels of divergence (after in silico forward evolution
from a reference sequence obtained from the NCBI database),
ranging from 100% identical to the reference sequence to 25%
similar (at the nucleotide level) (Methods, Fig. 4A, Supplemen-
tary Table S3). The resulting samples were uploaded to IDseq
(Project HRhinoC Simulation). Meanwhile, the same raw .fastq
files (prior to host filtering) were analyzed using Kraken2 (Meth-
ods).

Both IDseq NT and Kraken? identified reads aligning to Rhi-
novirus C down to 75% sequence divergence (Fig. 4B). Mean-
while, IDseq NR recalled Rhinovirus C alignments down to 70%
sequence divergence, demonstrating a greater sensitivity for di-
vergent virus detection. We note that IDseq NR experienced a
rapid decrease in total recall (8,558 reads correctly mapping to
Rhinovirus C, of 10,000 total and 8,558 passing QC steps at 70%
sequence similarity vs O reads detected at 65% sequence similar-
ity). This highlights an artifact of the computational cost-saving
mechanisms employed by IDseq—whereby a BLAST database

is constructed from only the subset of accessions identified in
the initial short-read GSNAP and Rapsearch? alignments to the
NCBI database. In cases where the highly divergent short-read
sequences do not match to NT or NR in the initial alignment, the
BLAST database will be empty and none of the reads or contigs
will map. However, IDseq does provide the ability to download
all assembled contigs, enabling offline interrogation of this di-
vergent “dark matter.” Manual BLASTx of contigs assembled by
SPADES in IDseq to the full NCBI database was able to recover
the Rhinovirus C identity down to 55% sequence identity. Fu-
ture iterations of the IDseq pipeline may aim to automate the
manual follow-up steps for divergent viral contigs, as well as in-
corporating other tools for dark matter investigation to probe for
pathogen motifs.

Further comparison of the IDseq (NT and NR) results to
Kraken?2 shows that Kraken?2 initially recovered more of the sim-
ulated reads than IDseq (9,964 of 10,000 vs 8,582 for both ID-
seq NT and NR). This is explained by the QC steps in the ID-
seq pipeline, which removed ~15% of reads at the PriceSeq fil-
tering step owing to low quality—an expected outcome given
that the simulated reads mimic error models of Illumina se-
quencers (Methods). Of the reads remaining after host filter-
ing, IDseq identified 100% as aligning to Rhinovirus C. This pat-
tern persists down to 95% sequence similarity, at which point
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Figure 4: (A) Graphic representation of genomic similarity for simulated divergent Rhinovirus C genomes, at 95%, 75%, and 50% similarity to reference sequence
NC.0 09996.1. (B) Performance of IDseq (NT and NR) as compared to Kraken2 for recovery of reads from simulated divergent Rhinovirus C genomes at varying levels
of divergence. The dotted line indicates the theoretical limit for detection of Rhinovirus C achieved by manual BLASTx of IDseq-produced contigs.

Kraken2 begins to identify fewer reads. While some Rhinovirus
C reads are identified down to 75% sequence similarity (same
as IDseq NT), IDseq NT identified a significantly greater number
of reads mapping to Rhinovirus C at increasing levels of diver-
gence. Specifically, at 80% divergence, 8,544 reads were mapped
by IDseq NT while only 1,042 reads were mapped by Kraken2. Al-
together, these benchmark results are consistent with existing
reports of the utility of IDseq NR in detecting divergent viruses
[55] and are within the ranges of nucleotide divergence associ-
ated with emerging human pathogens (Supplemental Text).

Application I. IDseq for pathogen discovery in cases of
pediatric meningitis

The IDseq pipeline is sample-type agnostic, allowing re-
searchers interested in a broad range of scientific questions
across a diverse array of host organisms (e.g., humans, mice,
mosquitos, ticks, plants, environmental) to obtain relevant mi-
crobial information from any sample type (e.g., blood, cere-
brospinal fluid [CSF], respiratory fluids, tissue) [1, 56-58]. There
are many challenges for data interpretation that are common
across mNGS applications, such as impact of PCR amplification
on samples with low amounts of input RNA, background con-
tamination, and genomic similarity between short regions of
related organisms. Here, through a re-analysis of the IDseq re-
sults for 3 CSF samples from a recent study investigating eti-
ologies of pediatric meningitis in Bangladesh [1], we highlight
specific IDseq features to address these challenges. The original

study, conducted by Saha et al., included 91 CSF samples (36 pos-
itive, 30 negative, and 25 idiopathic) and 6 water controls, pro-
cessed on IDseq v3.1. We focus on 1 known infection (Streptococ-
cus pneumoniae, CHRF_0002), 1 idiopathic sample that was later
confirmed to have chikungunya virus (CHRF-0094), and 1 water
control (CHRF_0000) (Fig. 2). These samples, for demonstrative
purposes, were re-run on IDseq v3.13 and are available in IDseq
project CHRF RRO07 Example. Key pipeline run metrics for these
3 samples are provided in Table 1.

Sample 0094: A case of neuroinvasive chikungunya virus

CHRF_0094 was a pediatric encephalitis case of unknown eti-
ology that was later determined to be a case of neuroinvasive
chikungunya virus. Fig. 2A shows the number of reads removed
by each host filtration and QC step. One challenge for mNGS-
based pathogen detection is that host sequences dominate the
mNGS library. Notably, in CHRF_0094, chikungunya virus reads
in sample CHRF_0094 represented <1% of the total sequenc-
ing reads. However, after IDseq’s host filtering and QC steps,
it represented 63% of the remaining non-host reads. A sec-
ond, widely acknowledged challenge for mNGS data interpreta-
tion is the presence of environmental contaminants. Best prac-
tices suggest including >1 water control with every sequenc-
ing experiment [35, 59]. To assist with interpretation of results
with respect to control samples, IDseq implements a z-score ap-
proach (Methods) first described in Wilson et al. [60]. The z-score
statistics computed by IDseq indicate the significance of rela-
tive abundance estimates in a sample as compared to the user-
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Table 1: Key pipeline run metrics for 3 samples

Parameter CHRF_0094 CHRF_0002 CHRF_0000

Description Chikungunya viral meningitis Streptococcus pneumonia Water control
meningitis

Sample type CSF CSF Water

Collection location Bangladesh Bangladesh Bangladesh

Total reads 61,336,096 141,979,356 135,087,088

ERCC reads 28,094,424 14,875,054 130,150,782

STAR 5,227,984 26,802,224 4,675,916

Trimmomatic 3,341,680 23,770,970 3,440,016

PRICE 2,528,178 20,752,710 1,964,846

DCR 2.89 1.39 4.67

RNA input concentration (back-calculated from 29.6 pg 213.6 pg 3.7 pg

ERCCs)

No. of rows (NT rpm > 10, NR rpm > 10, NT Z > 1) 2 36

NT rpM 7876.2 22,034.0 NA

NR rpM 7871.5 19,743.9 NA

No. of Contigs 143 NA

Alignment L (nt) 11,831.4 75,065.3 NA

Mean % identity 99.9 99.2 NA

The host filtering and QC stage of the IDseq pipeline is composed of several individual steps. The proportion of reads lost at each step can provide insight into
sample quality and library preparation. Interpretation of these metrics may be valuable for laboratories evaluating new sample storage techniques, library preparation
protocols, etc. These 3 samples, provided as an example, can be investigated in the IDseq portal in Project CHRF RR0O07 Example. CSF: cerebrospinal fluid; DCR: duplicate
compression ratio; L: mean alignment length across all reads and contigs mapping to that taxon; No. of rows: total number of species and genus-level rows in the
IDseq sample report; NR: results based on NCBI non-redundant protein (nr) database; NT: results based on NCBI nucleotide (nt) database; rPM: reads per million.

selected background controls—which may include water con-
trols or healthy control samples. A z-score threshold can be im-
posed to remove taxa that are prevalent in the water or healthy
controls. In sample CHRF_.0094, 8 rows (4 species from 4 gen-
era) were reported with NT reads per million (rPM) > 10, NR rPM
> 10, and z-score > 1 (a relatively stringent threshold used to re-
move many of the low-abundance taxa for first-pass evaluation).
A total of 7,876.2 1PM were associated with chikungunya virus,
of which many were associated with the 4 contigs aligning to
chikungunya virus. By using the IDseq portal coverage visualiza-
tion, which displays reads and contigs in association with their
top matched GenBank accession, we observe that the longest
contig, ~11 kb, represented full-genome coverage of the near-
est GenBank accession (Fig. 2F).

Sample 0002: A case of known Streptococcus pneumoniae meningitis
In sample CHRF.0002, IDseq associated 1,927,505 reads by NT
with the independently verified pathogen Streptococcus pneumo-
niae, of which 98.1% were assembled into 143 contigs (Table 1).
The mean alignment length across all contigs and reads was
75,289.8 bp—driven largely by alignment of long contigs. De-
spite the large number of contigs and long alignment lengths,
the GenBank accession with the greatest coverage (1.8 Mb
LR216026.1 S. pneumoniae strain 2245STDY5775485 genome as-
sembly, chromosome: 1) had 87.3% coverage breadth. This ex-
emplifies a frequently observed pattern (which is even more
pronounced in lower-coverage samples)—whereby coverage of
larger bacterial genomes is lower than virtual genomes even
for samples with a high proportion of mNGS reads associated
with a particular microbe. For many cases, low coverage from
mNGS data can preclude confident strain identification in bac-
terial species that may be useful in a clinical context. Further-
more, low coverage of the transcriptome (via RNA mNGS) may
produce a large proportion of alignments in conserved rRNA re-
gions, which may be challenging to disambiguate.

Sample 0000: A water control

In sample CHRF_0000, the duplicate compression ratio (DCR)
of 4.67 indicates the possibility of over-amplification of low-
biomass nucleic acid input (Table 1). This is common for wa-
ter samples, where low input nucleic acid is expected. The use
of ERCC controls in the library preparation of these samples
enabled back-calculation of the total input RNA concentration.
This sample was determined to have 3.7 pg of total input RNA,
while the 2 infected samples (CHRF_0094 and CHRF_0002) had
29.6 and 213.6 pg, respectively. Thus, while the relative abun-
dance values seem comparable to those in the infected sam-
ple, they represent significantly smaller quantities of raw nucleic
acid (Fig. 2E). In the original study all water and non-infectious
controls (which had low white cell counts and therefore little
host or pathogen nucleic acid) had input RNA quantities <4 pg,
enabling the use of an input nucleic acid threshold for inclu-
sion in downstream analyses. Additionally, the top 4 organisms
(by NT rPM) include Providencia, Cutibacterium, Streptococcus, and
Escherichia—many of which are known environmental contami-
nants [36, 61, 62]. The 36 total rows (with NT rPM > 10, NR rPM
> 10, and NT z-score > 1) are all present at relatively similar
and low abundance levels, characteristic of background contam-
inants [36, 35].

IDseq is a globally accessible pipeline for mNGS analysis that
has been shown through simulation and practice to be effective
in identifying novel and divergent viruses. As an additional real-
world example of this utility, we provide a vignette from the re-
cent SARS-CoV-2 coronavirus outbreak. On 30 January 2020, a
team of researchers from the CNM-NIAID (National Center for
Parasitology, Entomology, and Malaria Control—National Insti-
tute of Allergy and Infectious Diseases) collaboration in Cam-
bodia obtained a nasopharyngeal swab sample from a patient
with PCR-confirmed SARS-CoV-2 infection. The library prepara-
tion and sequencing were completed in-country by 1 February
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2020 [63]. Analysis of the sample (4.5 million single reads) us-
ing IDseq against an NCBI database version from 17 September
2019, which did not contain the known sequences for SARS-CoV-
2 that have since been deposited in NCBI, identified 571 reads
aligned to the genus Betacoronavirus, with a mean amino acid
percent identity of 92.3% (by NR). The sample took 14 minutes
to analyze end-to-end and the most abundant species was se-
vere acute respiratory syndrome-related coronavirus, with 542
NT reads (22 contigs) and 571 NR reads (24 contigs), represent-
ing ~33% genome coverage. To quantify the IDseq pipeline’s re-
call for SARS-CoV-2 sequences, we built a BLAST database from
the 54 sequences associated with SARS-CoV-2, which had been
deposited in NCBI between January and 2 February 2020 as a re-
sult of widespread efforts by the global science community. By
BLASTing all non-host reads from the sample against the known
SARS-CoV-2 sequence database, we identified 584 reads map-
ping to SARS-CoV-2. As compared to this ground-truth value, ID-
seq demonstrated 97.8% read-level recall. This indicates that for
an emerging threat, IDseq was able to successfully provide infor-
mation on the presence of a pathogen prior to the existence of
full reference genomes associated with the organism. This iden-
tification was of paramount public health importance given un-
clear diagnostic accuracy in the beginning pre-pandemic state.

We have introduced IDseq, an open source cloud-based pipeline
and analysis service for metagenomic pathogen detection and
monitoring. We described the pipeline analysis steps and
demonstrated that the IDseq pipeline achieves performance
for taxonomic identification and relative abundance estimation
comparable to that of other tools in the field. We showed that
IDseq is uniquely suited for detection of divergent viruses and
has high sensitivity for detecting human pathogens. Finally, we
have shown through two case studies how the IDseq portal en-
ables researchers to rapidly generate insights into their samples’
quality, microbial content, and cohort trends. We further high-
lighted its real-time utility by describing how IDseq was used
to analyze sequences associated with the emerging coronavirus
SARS-Cov-2 prior to deposition of SARS-CoV-2 sequences into
public data repositories. The IDseq web portal provides an easy-
to-use access point for computationally intensive analysis of
mNGS data. Its sample-type-agnostic implementation enables
its application for a broad range of research questions related to
understanding the distribution of microbes in a sample. The ID-
seq pipeline has been a key component in recent studies investi-
gating undiagnosed causes of infection and surveying the land-
scape of circulating pathogens, in both humans and animals [64,
65].

Benchmarking of mNGS tools is a well-recognized challenge
within the field [46, 66, 67]. The choices of tools, parameters,
databases, and datasets may all influence the conclusions. Our
aim in the present study was simply to test performance rela-
tive to other tools. We compare IDseq’s default database (NCBI
nt and nr) against the default databases for all other tools in-
cluded by Ye et al. [46]. Although it is possible that other tools’
performance would improve given a comparably large database,
configuring these details requires computational expertise ob-
viated by the readily usable nature of IDseq. IDseq continues
to use the full NCBI nt and nr database given their advantages
for detecting divergent viruses and incorporating data on novel
bacterial pathogens. However, the large database size results in
longer run-times and the lack of curation induces the potential

for noise in alignment results due to errant sequence assign-
ment errors upon upload to the NCBI databases. There is on-
going work by many researchers to evaluate curated databases
for mNGS analyses, but for now IDseq continues to update its
database biannually. To support continued benchmarking of ID-
seq and empower researchers to test IDseq’s performance for
their particular applications, we have released the open source
idseg-bench tool, which was used to generate the divergent
virus dataset and for evaluating the per-read recall results.

Beyond the informatics nuances between tools, IDseq pro-
vides clear advantages for researchers new to mNGS and com-
putational data analysis. First, IDseq is designed and maintained
by a team of engineers and managed as a software-as-a-service
product, where user support is a key component. User sup-
port enables researchers to have confidence that they will ob-
tain results in a timely fashion. Second, the tool’s user interface
provides a series of advantages for users with limited compu-
tational expertise by reducing the challenges associated with
installation and configuration, as well as providing meaning-
ful metrics for quality control and interpretation. It maintains
transparency on individual pipeline steps through documenta-
tion [27], the pipeline visualization tool (Supplementary Fig. S2),
and availability of downloads from intermediate files. Together,
these resources help researchers new to mNGS get started
quickly, while also providing tools to enhance skills in compu-
tational biology. Third, the pipeline provides assurance of com-
putational reproducibility, which is an increasingly appreciated
priority within the scientific community as dataset sizes and
analytical complexity increase. Last, the web-based user inter-
face provides an access point for collaboration and networking—
enabling researchers to collaborate seamlessly across countries
and institutions, thereby building global networks of expertise
that can be accessed by those in resource-scarce settings.

Finally, we highlight that IDseq is not a clinical tool and is
intended only for research purposes. IDseq aims to be a valu-
able resource for researchers in the infectious diseases field but
does not intend to become clinically validated. While IDseq can
yield insights that inform public health policies, laboratory test-
ing priorities, and real-time decisions for confirmatory clini-
cal testing, clinical validation of the pipeline requires locking
of the system for adherence to strict guidelines. IDseq will re-
main under continued development in order to (i) improve the
computational efficiency and accuracy of the results, (ii) expand
the integration with other tools to enable researchers’ flexibility
in the downstream analysis of their processed results, and (iii)
support the expanding number of mNGS sequencing platforms
that will be used by researchers for pathogen detection globally.
Some possible future directions for improvements to the IDseq
pipeline have been discussed throughout. Notably, IDseq’s cur-
rent assembly-based alignment steps result in failure to auto-
matically identify divergent viruses beyond 70% divergent, while
BLASTx of IDseq-generated contigs can enable detection down
to 55% divergent. Automating full NCBI BLASTx of putative vi-
ral contigs would simplify offline analyses. Similarly, we showed
that IDseq NR had reduced precision, which made relative abun-
dance estimation of low-abundance taxa challenging. Allowing
for non-species-specific mappings or propagating estimates of
species-level ambiguity to increase species-level resolution for
low-abundance taxa may provide another avenue for continued
development. Finally, continued integration with other analysis
tools and sequencing technologies will further enhance the us-
ability of IDseq for mNGS data analysis.

IDseq reduces the need for much of the computational ex-
pertise and access to large-scale computing resources that have
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traditionally been barriers for conducting mNGS data analysis.
The IDseq portal provides an easy-to-use interface that enables
researchers around the world to upload samples and generate
hypotheses with relevant implications for global health and in-
fectious disease tracking as diseases emerge.

The IDseq pipeline uses several publicly available academic
bioinformatics tools. The raw commands and parameters used
for each step in the pipeline are available for each pipeline ver-
sion in the pipeline visualization (Supplementary Fig. S1), which
can be viewed for any sample in IDseq. Technical documentation
is available [68].

The ERCC developed a common set of external RNA controls
that can be used to control for a variety of sources of variation
on RNA expression attributed to experimental factors (including
the quality of the starting material, the level of cellularity and
RNA yield, the sequencing platform, and the person performing
the experiment). In the context of pathogen detection, mNGS li-
braries often contain extremely low quantities of RNA input. It
has been shown that during library preparation, samples with
low input experience amplification background contaminants
[35]. ERCC controls can be used to mitigate the effect of low input
libraries and to quantify the total input. To enable researchers
to rapidly assess the quality of their libraries and the limit of
detection, IDseq provides ERCC counts for each sample. During
the host-filtering steps, the raw sequencing reads are aligned
to the ERCC reference sequences and counts are generated by
STAR -genecounts option [28]. These values are then available
for download, as well as visualized in the user interface (Fig. 2B).

Given the sensitivity of mNGS, it is common to identify con-
taminating microbial sequences derived from laboratory con-
taminants, reagents, collection tubes, etc. There exist numer-
ous approaches to assist in distinguishing background contami-
nants from true microbes [35, 60, 69]. IDseq implements a previ-
ously described z-score method for background correction [60].
Researchers can create a background model by selecting con-
trol samples sequenced via their standard laboratory protocols
or select from a default set of publicly available water controls.
From the selected set of samples, the distribution of reads for
each taxon is computed. The z-score field of the IDseq sample
report is calculated as the z-score for each taxonomic ID based
on its prevalence in the selected background model. Specifically,
the z-score for a taxon in sample A is computed as follows:

_ (rpmof taxonin sample) — mean (rpm of taxon in background model samples)
- std-dev (rpm of taxon in background model samples)

Thus, if a taxon is present at higher abundance in the sam-
ple than the controls, it will have a z-score >1. If a particular
taxonomic ID is not found in the set of control samples, then
the z-score will be set to 100. If the taxonomic ID is not found in
the sample, the z-score will be set to —100. The z-score metric
also feeds into the “aggregate score,” which combines informa-
tion from NT rPM, NR rPM, NT z-score, and NR z-score to provide
an estimate of “microbial importance” for a particular sample

based on the relative abundance both within the sample as well
as in the background. This experimental metric aims to rank rare
organisms that may be implicated in an infection higher, even if
they are present only at low abundance.

Datasets evaluated by Ye et al. [46] in their benchmark anal-
ysis of 20 mNGS tools were downloaded from google storage
location<gs://metax-bakeoff-2019>. The raw .fastq files were
uploaded to IDseq (Supplementary Table S2). The truth files for
each of the datasets were obtained from [70] and are available in
the Notes field of the IDseq metadata. The code developed by Ye
et al. was downloaded from the GitHub repository. IDseq sam-
ple reports were downloaded upon completion and processed
to produce species-level relative abundance estimates for each
sample—specifically, the proportion of total reads (by NT and
NR) was computed and used as input to the script. The IDseq
results were processed in parallel with the data analyzed for the
Ye et al. article. The scripts used to run this analysis are available
as well [71]. Modifications to the original script are annotated as
“##1Dseq EDIT.” The computed metrics (AUPR, L2 distance, pre-
cision, recall, and f1-score) were then output as .csv files and
plotted (Fig. 3, Supplementary Fig. S3).

The idseq-bench tool [72] was developed as a resource to enable
the IDseq team to benchmark datasets internally [73]. The tool is
open source and available for external users to generate bench-
marks appropriate for their particular use case. Full documen-
tation can be found on GitHub. Briefly, the tool enables users to
simulate NGS sequencing data from known microbes. By indi-
cating the GenBank reference accession, idseq-bench uses the
InSilicoSeq simulation tool [74] to generate reads in accordance
with known sequencing error models. The true organism from
which each read was simulated contains a tag indicating the
known accession and species-, genus-, and family-level taxo-
nomic IDs. The idseg-bench tool then uses this information to
characterize performance of the IDseq pipeline results. The tool
provides metrics for read-level recall at the species, genus, and
family level, as well as sample-level AUPR, L2, precision, re-
call, etc. For samples that were not simulated internally, the
tool enables users to supply a gold standard file (comparable to
those obtained for the Cell Benchmarks Datasets) and compute
sample-level metrics against that file.

A reference genome for Rhinovirus C (RefSeq NC_009996.1) was
identified and the associated coding sequence .fasta file was
downloaded from RefSeq (RefSeq, RRID:SCR_003496). VIRAPOPS
forward viral simulation [75] was used to simulate 5,000 genera-
tions of viral evolution using default parameters. From the simu-
lated data, sequences were selected at intervals of 5% nucleotide
sequence identity to the original reference and compiled into a
fasta file. This was then used as input to the idseqg-bench sim-
ulation tool for benchmark simulation, which used InSilicoSeq
[74] to simulate 10,000 sequencing reads of length 126 for each
divergent virus genome according to a HiSeq error model. This
resulted in 195.8x coverage of each divergent viral genome, con-
sistent with the relatively high coverage of viral genomes seen
by IDseq analysis of samples with high viral load. The simulated
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fastq files were then uploaded to IDseq project HRhinoC Simu-
lation (Samples HRC_100, HRC_99, HRC_95, ... HRC_025, Supple-
mentary Table S3).

To evaluate the limit of detection for divergent viruses, the
total recall of Rhinovirus C reads was evaluated at each level of
simulated divergence, for each tool. Additionally, the number of
reads aligning to false-positive species was tracked. Offline anal-
ysis was done using the contigs generated by IDseq for samples
where IDseq failed to identify Rhinovirus C. For simulated sam-
ples HRC_070 through HRC.025, the “unmapped contigs” were
downloaded and aligned via BLASTx in the NCBI BLAST web
interface using default parameters [40]. Samples for which the
BLASTx result returned Rhinovirus C were marked as “poten-
tially possible” and the greatest level of divergence was recorded.

To compare internal benchmark samples against Kraken2
(Kraken, RRID:SCR_005484) [15], a Kraken2 database was gener-
ated from the NCBI NT sequence database [76]. The following
command line parameters were used to download and build the
reference database. Finally, simulated sequencing files were run
via the following commands.

Download the NCBI Database:

kraken2-build ~download-library nt -db db_ncbi_nt

Build the Kraken2 NCBI Database:

kraken2-build -build -db db_ncbi_nt -threads 8

Run Kraken2 on benchmark datasets:

# classify: running kraken changes slightly based on the sam-
ple being compressed/decompressed or single/double pair

BENCHMARK = (benchmark_name_minus-R#) FORMAT =
fastq bash -c ’/usr/local/sbin/kraken? -db databases/kraken2/
ncbint -threads 8 —gzip-compressed -classified-out results/kr
aken2/$BENCHMARK .classified_seqs#.fq —~unclassified-out resu
Its/kraken2/$BENCHMARK.unclassified_seqgs#.fq —output result
s/kraken2/$BENCHMARK .kraken2.out —paired benchmarks/${BE
NCHMARK]} R1.$FORMAT.gz benchmarks/$(BENCHMARK} R2.$F
ORMAT.gz &>

In collaboration with Saha et al. [1], 3 samples were identified
(CHRF_0000, CHRF_0094, CHRF_0002, from the original NCBI SRA
dataset under BioProject PRINA516582) and re-run on pipeline
version 3.13. The pipeline results were filtered using a conser-
vative set of filters, which required NT_rPM > 10 and NT_zscore
> 1. The z-score was computed with respect to the public back-
ground model CHRF_RNA_Negative, which was used in Saha et
al. The background model was generated on the basis of RNA-
sequencing data from water samples and negative controls.
Metrics were compiled into Table 1 and a heat map was gen-
erated using IDseq, with the same filters (Fig. 2D).

In collaboration with Manning et al. [63], RNA was extracted
from a sample obtained from a symptomatic patient meeting
criteria for possible COVID-19 pneumonia. Libraries were pre-
pared for sequencing as described in Manning et al. and se-
quenced on an Illumina iSeq100. The raw .fastq files were up-
loaded to IDseq from the CNM-NIAID laboratory in Phnom Penh,
via Illumina BaseSpace, on 31 January 2020 using an NCBI in-
dex from September 2019. An NCBI database update was then
performed on 2 February 2020 by the IDseq team and the re-

sults were evaluated. These samples were run on IDseq pipeline
version 3.18. The data were deposited in public repositories
by the original authors and are available at GISAID accession
EPIISL.411 902. IDseq results for the associated samples are
available at [77].

Supplementary Figure S1. The IDseq pipeline visualization.
Supplementary Figure S2. Performance metrics evaluated across
20 mNGS taxonomic identification tools.

Supplementary Figure S3. Per-species recall values for two inter-
nal benchmark datsets.

Supplementary Table S1. GitHub repositories contining open-
source code for the IDseq pipeline, web application, and bench-
marking resources.

Supplementary Table S2. External benchmark datasets and their
corresponding IDseq links.

Supplementary Table S3. Internal benchmark datasets and their
corresponding IDseq links.

Supplementary Text. Supplemental methods and results asso-
ciated with 2 benchmark datasets listed in the main text.

Project name: IDseq Portal

Project home page: https://idseq.net

Operating system(s): Platform independent
Programming languages: Python, Ruby, JavaScript
Other requirements: Web browser

License: MIT License

RRID:SCR_019038

Data referenced in this manuscript have been previously pub-
lished. SRA accession IDs are included in the original publica-
tions [1, 46, 63]. Snapshots of the code and tabular data files are
available in the GigaDB repository [78].

ASG: auto-scaling groups; AUPR: area under the precision recall
curve; AWS: Amazon Web Services; BLAST: Basic Local Align-
ment Search Tool; bp: base pairs; CLI: command line inter-
face; CSF: cerebrospinal fluid; DAG: directed acyclic graph; DCR:
duplicate compression ratio; EC2: Elastic Compute Cloud; ER-
CCs: Externa RNA Controls Consortium; kb: kilobase pairs; LZW:
Lempel-Ziv-Welch; Mb: megabase pairs; mNGS: metagenomic
next-generation sequencing; NCBI: National Center for Biotech-
nology Information; NIH: National Institutes of Health; NT: Nu-
cleotide, NCBI nucleotide (nt) database; NR: Protein, NCBI non-
redundant protein (nr) database; QC: quality control; rPM: reads
per million reads sequenced; rRNA: ribosomal RNA; SARS-CoV-2:
severe acute respiratory syndrome coronavirus 2; SRA: Sequence
Read Archive; taxID: taxonomic identifier.
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